Review

Combinatorial epigenetics, “junk DNA”, and the evolution of complex organisms

Emile Zuckerandl a, *, Giacomo Cavalli b

a Department of Biological Sciences, Stanford University, Stanford, California 94305, and Institute of Molecular Medical Sciences, P.O. Box 20452, Stanford, CA 94309, USA
b Institute of Human Genetics, CNRS, 141 rue de la Cardonille, F-34396 Montpellier Cedex 5, France

Available online 9 December 2006
Received by M. Batzer

Abstract

At certain evolutionary junctures, two or more mutations participating in the build-up of a new complex function may be required to become available simultaneously in the same individuals. How could this happen in higher organisms whose populations are small compared to those of microbes, and in which chances of combined nearly simultaneous highly specific favorable mutations are correspondingly low? The question can in principle be answered for regulatory evolution, one of the basic processes of evolutionary change. A combined resetting of transcription rates in several genes could occur in the same individual. It is proposed that, in eukaryotes, changes in epigenetic trends and epigenetically transforming encounters between alternative chromatin structures could arise frequently enough so as to render probable particular conjunctions of changed transcription rates. Such conjunctions could involve mutational changes with low specificity requirements in gene-associated regions of non-protein-coding sequences. The effects of such mutations, notably when they determine the use of histone variants and covalent modifications of histones, can be among those that migrate along chromatin. Changes in chromatin structure are often cellulary inheritable over at least a limited number of generations of cells, and of individuals when the germ line is involved. SINEs and LINEs, which have been considered “junk DNA”, are among the repeat sequences that would appear liable to have teleregulatory effects on the function of a nearby promoter, through changes in their numbers and distribution. There may also be present preexisting unstably inheritable epigenetic trends leading to cellular variegation, trends endemic in a cell population based on DNA sequences previously established in the neighborhood. Either way, epigenetically conditioned teleregulatory trends may display only limited penetrance. The imposition at a distance of new chromatin structures with regulatory impact can occur in cis as well as in trans, and is examined as intrachromosomally spreading teleregulation and interchromosomal “gene kissing”. The chances for two or more particular epigenetically determined regulatory trends to occur together in a cell are increased thanks to the proposed low specificity requirements for most of the pertinent sequence changes in intergenic and intronic DNA or in the distribution of middle repetitive sequences that have teleregulatory impact. Inheritable epigenetic changes (“epimutations”) with effects at a distance would then perdue over the number of generations required for “assimilation” of the several regulatory novelties through the occurrence and selection, gene by gene, of specific classical mutations. These mutations would have effects similar to the epigenetic effects, yet would provide stability and penetrance. The described epigenetic/genetic partnership may well at times have opened the way toward certain complex new functions. Thus, the presence of “junk DNA”, through co-determining the (higher or lower) order and the variants of chromatin structure with regulatory effects at a distance, might make an important contribution to the evolution of complex organisms.
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Evolutionary history attests that the most complex (“highest”) organisms are still evolvable. The question is, how. These organisms are considerably larger than the lowest organisms. As a consequence, the highest organisms also have in common the property of producing much smaller populations. They must thus be assumed to possess a more limited store of pre-established mutations required for adaptive responses and generate a low expectation for simultaneously adaptive mutations that are yet to occur. It thus seems particularly unlikely in the case of the highest organisms that more than one
nonrecessive and adaptive mutation relating to the same evolving function occurs in the same germ cell at nearly the same time.

On the other hand, in regard to molecular lock-and-key interactions, it often may at first seem awkward to postulate the successive independent evolution of the key and of the lock (Adami, 2006). More generally, at the morphological level, many evolutionary developments are based on multiple co-adaptations that only make sense in terms of their simultaneous presence (Cuénot, 1941). Such co-adaptations are essentially of a regulatory nature. Darwin (1872) knew that it was not always easy to explain simultaneous presence short of simultaneous occurrence. Yet, he correctly surmised that complex biological systems are indeed explainable in terms of “successive slight modifications”.\(^1\) This expectation has been strongly supported by the discovery of multiple simultaneous functions and functional potentials in macromolecular components and of their divergence after gene duplication. Such a system provides a store of resources for new sets of gene interactions and for the use of old interactions in new combinations. Darwin’s contention regarding pathways for the stepwise building of biological systems has recently been verified in silico by Lenski et al. (2003) and has now been demonstrated in an actual, typically challenging case of molecular evolution (Bridgham et al., 2006). The authors showed how diversifying key-and-lock partners co-adapted by stepwise changes. Evolution’s boundless addiction to tinkering permits it to resort to successive modifications even when the existence of such a pathway is at first not obvious to the observer.

Single-step solutions to organizational problems do not imply, however, that the simultaneous or near-simultaneous occurrence of two or more mutually co-adapted mutations would not facilitate certain evolutionary processes and perhaps open the door to others. It is therefore of interest to point out that in regard to transcriptional regulation conditions may well be right, even in the rather small effective populations of the most complex eukaryotes, for the simultaneous occurrence in single individuals of mutually co-adaptive inheritable changes. The present paper describes a process that supports this assertion, which, if correct, could widen the spectrum of biological dispositions favorable to the evolution of the highest organisms.

Some such dispositions are genetic (i.e., dependent on DNA sequence) and some epigenetic (dependent on the structure of chromatin), though the epigenetic chromatin structure also depends on DNA sequence, when not directly, then indirectly and partially. Epigenetics is widely considered as relating to a body of processes whereby gene expression is modified inheritably by mechanisms that do not involve DNA mutation. During development the difference between genetic and epigenetic processes is quite clear-cut, in since development chromatin structure changes locally or regionally, whereas DNA sequence structure mostly does not. In evolution, on the other hand, contributions of genetic and epigenetic change can occur in different DNA regions and their effects can be combined. In that context, both genetic and epigenetic processes of regulatory change may well frequently make use of various sorts of so-called junk DNA, notably of one very common form of “junk”, namely, varieties of retrotransposons called SINEs (Short Interspersed Elements) and LINEs (Long Interspersed Elements). Through the retrotransposition of such elements, genetic kinds of effects seem to be largely obtained by the distribution over mammalian genomes of a heretofore unimagined wealth of additional factor-binding DNA motifs (Polak and Domany, 2006; Polak, 2006). Epigenetically, on the other hand, retrotransposons presumably often function as co-determinants of the order of chromatin structure, higher or lower.

We ask today a question that many no doubt would still judge rather extravagant: is not a certain amount of so-called junk DNA instrumental and even pivotal for some of those relatively rare steps leading to the generation (especially) of the most complex organisms? In order for DNA so characterized to play such a role, the conjunction of a set of macromolecular structures and processes would be required. Many of these have been individually established or inferred, but they may not have been considered collectively, and certain implications of and connections among the processes may therefore not have been brought into focus. These implications and connections are linked to a set of preconditions for any regulatory effects on gene transcription that would originate in “junk DNA”. There is much evidence for genomic mechanisms fulfilling these conditions.

1. Some conditions under which “junk DNA” may help generate higher organisms

Genomes need to possess at least the following six basic properties (Table 1) if any sequences considered as “junk

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Some preconditions under which “junk DNA” can help generate higher organisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 –</td>
<td>A distinction between genetic and epigenetic effects applies</td>
</tr>
<tr>
<td>2 –</td>
<td>Quantitative changes in gene expression and changes in gene interaction topology that at times directly ensue play eminent evolutionary roles</td>
</tr>
<tr>
<td>3 –</td>
<td>Local changes in chromatin can have effects on chromatin structure at a distance</td>
</tr>
<tr>
<td>4 –</td>
<td>A variety of different local genetic and epigenetic characteristics can have similar regulatory effects at a distance</td>
</tr>
<tr>
<td>5 –</td>
<td>Certain epigenetic modifications are inheritable</td>
</tr>
<tr>
<td>6 –</td>
<td>Epigenetic effects at a distance tend to be all-or-none. Regulatory adjustments in the transcription rate of a gene can rely initially on the dosing of cellular variegation</td>
</tr>
</tbody>
</table>

\(^1\) The possibility that one-step developmental modifications include at times a large single step need not be excluded. If large-step modifications do (rarely) occur, they are however quite unlikely to lead to any significant upward jump in complexity, provided redundant genes and gene interactions are excluded from complexity measurements. Complexity no doubt increases only by small successive slight modifications.\(\)
DNA” are to intervene in organismic evolution, as directly linked to the evolution of genes (leaving aside chromosomal evolution).

First, the distinction between genetic and epigenetic effects must apply. The existence of epigenetic effects is not episodic; it is at the core of living systems. The roles in chromatin of the polynucleotides and their interacting factors are inseparable and equally causal, a circumstance not sufficiently emphasized by those who consider that DNA by itself represents “the script of life” (Zuckerkandl, 2002). If junk DNA is to be included as a partner in functional evolution, it can only be through the interactions of factors with this DNA.

Epigenetic effects on gene expression, as indicated, are now usually conceived as changes in gene expression not linked to changes in DNA sequence. For the present purpose, we let the term epigenetic refer to changes in gene expression that are brought about by changes in chromatin, without specifying whether or not somewhere in the DNA, at a distance, a sequence change has occurred that led to the regulatory effect in the gene considered. The condition for characterizing some regulatory effects as epigenetic then is only that any causally linked sequence change, if present, did not take place in the gene’s primary regulatory dependencies. By primary regulatory dependencies one may designate the relatively short and specific regulatory sequences such as promoters, enhancers, and insulators. Inheritable epigenetic changes may be called epimutations, a term first used by Waddington (1942). The penetrance of epimutations may remain limiting (see below) and their stability limited. It should be kept in mind that inheritable epigenetic changes likely correlate with features of DNA sequence, even though these features may be far from uniquely defined.

The second precondition for attributing to mutational events in junk DNA a role in the functioning of neighboring genes is that the evolution of gene regulation plays a pivotal role in the evolution of organisms. That it likely does has been claimed about four decades ago (Zuckerkandl, 1963, 1964, 1968, 1983; Zuckerkandl and Pauling, 1965) and has become increasingly well established (King and Wilson, 1975; Li and Noll, 1994). Most often critical evolutionary changes may not consist in introducing new cellular functions by modifying effector proteins (proteins other than regulatory factors). Instead, innovation takes the form of novel combinations in the quantitative and spatiotemporal regulation of preexisting informational macromolecules. Regulatory changes are in fact the only ones that junk DNA can bring about, barring the occasional use as exons of some sequence fragments (Makalowski et al., 1994; Nekrutienko and Li, 2001). (Another area of control by “junk DNA” is the regulation of chromosome behavior.) Changes in the topology of regulatory networks are introduced by several types of events, but even quantitative changes alone in gene transcription are capable of abolishing some old interactions and of establishing new ones. The accidental mutual tuning of several simultaneous epigenetic modifications within the framework of a newly deployed part of the gene interaction network is presumably sufficiently probable, since the number of effectively different combinations of regulatory changes in two or even three genes may mostly not be very large.

The range of variability in the expression of individual genes in populations of cells or of organisms is now known to be far in excess of what had been expected (cf. Rubin, 1990; Brem et al., 2002; Cowles et al., 2002; Pastinen et al., 2003; Lo et al., 2003; Bray et al., 2003; Cheung et al., 2003; Knight, 2004). Such variability is found even in genetically identical cells and organisms that have identical histories of environmental exposure (Raser and O’Shea, 2005). An important part of these inequalities in gene expression represents variations in the amounts of transcription products. Collectively, the inequalities of gene expression in “identical” cells have been referred to as “noise” (Raser and O’Shea, 2005), but some are attributable to controlled periodic fluctuations in cellular components (Rosenfeld et al., 2005). An as yet undefined fraction of this noise is due to inheritable epigenetic allelic variation. It turns out that diploid genomes, at least in higher organisms, are constituted not only of sequence haplotypes, but also of regulatory haplotypes. One manifestation thereof is differential allelic DNA methylation (Silva and White, 1988). The prospects are good for being able to attribute to epimutations a fraction of the observed variabilities in gene expression, and this fraction can be expected to prove significant in terms of absolute numbers of occurrences per cell.

There is an obvious third precondition, to be detailed later, for gene-associated “junk DNA” to play a distinctive and perhaps widespread role in regulatory evolution. It would be required that certain local changes in chromatin structure can have structural repercussions at a distance. Certain chromatin structures appearing within “junk DNA” indeed tend to spread in cis, and when they do, they may be expected often to spread toward focal sequence elements of transcriptional control such as promoters or enhancers. Local structural conformations also tend to spread in trans under certain conditions, as will be discussed. To be effective, processes in trans in turn do not require that the modifications in chromatin structure of the target sector encompass a gene’s primary regulatory dependencies, notably promoters and/or enhancers.

A fourth precondition of the present model of action of junk DNA in gene regulation is applicable to structural spreading in cis. Not only must the particular location of a teleregulatory mutation be permissive but the nature of the mutational change must be permissive, too. In order for the process envisaged to be of significant frequency, a variety of mutational changes in junk DNA must indeed be capable of resulting in similar regulatory effects at a distance. Various links in the chains of regulation-altering processes can be at the origin of the events. DNA methylation and histone modifications, for example, are linked at least indirectly. The binding of short interfering RNAs (siRNAs) to promoters induces DNA methylation and is reversed by the inhibitor of DNA methylation 5-azacytidine and also by TSA, an inhibitor of histone deacetylases. This suggests that DNA methylation is linked to histone deacetylation in this case (Morris et al., 2004). In Arabidopsis, the majority of methylated sequences are repeat sequences, and most repeats are derived from transposable elements (Rangwala
and Richards, 2004). Thus many transcription-altering mutations occurring at a distance could consist in insertions or deletions of repeat sequences such as SINEs or LINEs.

As a fifth precondition for the use of “junk DNA” in support of the evolution of transcriptional regulation in complex organisms, certain changes in chromatin structure must be inheritable over at least a limited number of generations. Indeed, repressive complexes containing chromodomain proteins such as Polycomb or HP1 or their homologues are mitotically as well as meiotically inheritable (Cavalli and Paro, 1998). Epigenetic inheritance is found in particular in sectorially controlled developmental genes such as the Hox genes, analyzed notably by the groups of Renato Paro, Giacomo Cavalli, and Vincenzo Pirrotta (see Zuckerkandl, 1999). The Drosophila developmental regulatory gene, wingless, very likely also is sectorially controlled (Tolhuis et al., 2006). In a category of genes and especially of genes grouped in complexes, sectorial gene control is present as a mode of transcriptional regulation in addition to the universal “punctate” regulation, which is exercised through a gene’s shorter specific primary regulatory dependencies such as promoters and enhancers. In sectorial regulation, the coding sequences and their primary regulatory dependencies can be either sequestered or maintained in an “open” structure thanks to alternative chromatin conformations extending over a DNA sector that is at least tens of kilobases long (Zuckerkandl, 1997). The wingless gene can be considered to be one of the developmental regulatory genes whose chromatin sector, thanks to the presence of Polycomb group response elements, trithorax group response elements, and their corresponding factors, is subject to switching between inheritable transcriptionally potentiated and “superrepressed” (sectorially repressed) states, according to developmental circumstances. The switch to the superrepressed state of the wingless gene can be obtained by various functionally damaging mutations in coding sequences for trithorax group factors (Sollars et al., 2003). The same state can also be obtained through a mere reduction in factor dosage without any sequence change in the DNA, as expected—an epigenetic change such as occurs routinely during development. Whether the switch moves as a consequence of a mutation or merely of an epimutation, Sollars et al. find that it stays put in its new position without the mechanism of switch turning having to intervene further, again as expected in the presence of built-in stability of the bimodal switch positions in sectorially controlled genes. An epigenetic regional linearly progressive restructuring of chromatin or transfer in trans of a chromatin structure, can at times represent intermediate evolutionary stages, on the way towards the genetic “assimilation” through ordinary mutations of an epigenetic regulatory change.

Structural states of chromatin required for transcriptional activity are inheritable through a nucleosome replacement process linked to transcription (cf. Henikoff et al., 2004a). Small interfering RNAs (siRNAs) play central roles in establishing and maintaining inheritable states of gene activity, notably in the plant Arabidopsis (Zilberman and Henikoff, 2005). Inheritable transcriptional potentiation is accompanied by H3K4 methylation and other specific histone modifications (Kouskouti and Talianidis, 2005). On the other hand, transcriptional silencing of the epiallele of a transgene correlates in mammals with its DNA methylation, even though epigenetic inheritance of repression is found also in flies and yeast which lack DNA methylation (Richards and Elgin, 2002; Henikoff et al., 2004a,b). More generally important regarding the establishment of an inheritable repressive state may be the secondary histone modifications, such as in the case of a switch to the repressed state of chromatin, deacetylation of H3K9, demethylation of H3K4, methylation of H3K9, and methylation of cytosine in CpG dinucleotides. In the silencing of the promoter of the gene for murine terminal transerase (Dntt), the modifications occur in that order when immature thymocytes are stimulated to differentiate (Su et al., 2005), and the resulting chromatin structure is inheritable. Secondary histone modifications may be a general condition for the regional formation of repressive chromatin, whereas the addition to the system of PcG factors (Cao et al., 2002; Tolhuis et al., 2006) characterizes the particularly stably repressed sectorially regulated genes. Cellular inheritability, which thus includes the switch positions of such genes, apparently applies beyond this system to all repression correlating with the presence of certain histone variants and histone secondary modifications. We suggest that, through such modulations in histones among other structural determinants, the results of teleregulation can be inheritable in cis as well as in trans and as repression as well as transcriptional potentiation of genes.

A sixth precondition, or at least favorable circumstance, may well be that the epigenetic effects at a distance lead to the gene’s variegation. It seems indeed rather probable that a regulatory change in the transcription of a neighboring gene through the type of mechanism envisaged will be “all-or-none” rather than display intermediate values, because intermediate values would require stable intermediate structures, and there presumably are no stable intermediate structures along the pathway of a binary switch. Indeed, for example, Sutherland et al. (2000), at the level of individual cells, found all-or-none effects of silencing epimutations. Often a new mutational event need not occur in order for an epigenetic trend to be manifest and exploited. The presence of a “trend” implies that the variant chromatin structure is expressed in a minority of cells within a cell population. Yet, it may well be fully expressed when expressed at all. On the other hand, a rate change in the gene’s transcription may often be adaptive when moderate, but not when radical as would be the case of stable outright silencing of a gene in all cells of a cell population. Structural effects in cis of SINEs, especially locally grouped SINEs, or of other sequence repeats, may precisely give rise, in many cases, to repressive high-order structures in the chromatin neighborhood (see below). It may thus often be of selective advantage to the organism that the penetrance of new high-order structures induced by transposons be limited—as they may well tend to be rather generally. This limitation would imply variegation, namely, the structures would be formed in some cells and not in others. Even though at the level of individual cells an effect of “opening” or “closing” chromatin would be all-or-none, at the level of a tissue the production level would be intermediate and
could be desirably moderate. Implicated here would be proteins engaged on the pathways of endocrine and exocrine activity and proteins forming developmental gradients specifically engaged in the gradient-forming proteins' manufacture and delivery. Variegation could thus at times have a biological function, although, when a classical mutation eventually stabilizes the epimutation or replaces it, only a temporary one.

Such variegation is expected either to be introduced de novo in the neighborhood of a gene through some DNA sequence change or, if slight variegation preexisted in a more or less cryptic way in the same chromatin region, it could be intensified through selection, in the sense of a new structural state of chromatin spreading to a progressively larger proportion of cells in a given cell population. One may refer to an intermediate structural provision on its way from the original transcriptional regulation of a gene in some cells to a change in that regulation generalized over a population as a variegation bridge spanning the distance between a partially penetrant epigenetic opportunity turned adaptive and its genetic assimilation leading to full penetrance of an appropriate regulatory state. In the case of linear spreading along the chromosome, the structural change may well not progress equally far in individual cells, and the epigenetic effect on transcriptional regulation in a neighboring gene, again, may therefore be variegated. Structural spreading in trans, i.e., interchromosomal structural transmission, may be variegated as well.

As discussed or to be discussed, the six preliminary conditions enumerated and listed in Table 1 are in fact all fulfilled—some of them at least under certain circumstances. Therefore, higher eukaryotes may well be able to play with and Henikoff, 1997). On the other hand, because heterochromatin presents factor binding sites (e.g., Torok et al., 2000), factors participating in high-order structure formation by euchromatic sequence repeats can in principle be titrated down by increases in the amount of available heterochromatin (Zuckerkandl, 1974; Locke et al., 1988). The inference is that heterochromatin should be able to promote as well as inhibit the heterochromatinization of sectors of euchromatin. Similarly, a regional “melting” of heterochromatin might be expected to lead to a release of factors that would intensify a looming heterochromatinizing effects on lower-order chromatin structures. Any shifting of the equilibrium between heterochromatin and euchromatin in the nucleus is thus liable to have effects on structures in euchromatin. In the presence of a particular combination of factor activities and according to cell type, regions primarily implicated would be the ones that are close to a flip-over point of their chromatin structure. Genomes thus may function as factor titrating machines that would operate through developmental as well as evolutionary changes in the amounts of heterochromatin-like material in the nucleus. Large amounts of non-protein-coding sequences in large genomes thus are expected to play functional roles, provided the regulatory factors to be bound or released are not present in great excess. Dissociation constants, which relate to factor concentrations at which one half of the factors are bound within their specific types of complexes, are probably not higher, in general, than the nuclear concentrations in these factors. Hence, factor concentration is indeed a sensitive limiting variable in the efficiency of binding (cf. Chambery and Bickmore, 2004), and a large number of accessible nonspecific binding sites and variations in this number are likely to have their regulatory role to play.

A somewhat more specific mode of gene regulation implicating “junk DNA” concerns the control of chromatin structure in and around genes. It would seem rather obvious that sequences whose primary task is to code for proteins may likely be, on average, relatively inadequate when it comes to carrying out other competing tasks, notably when high-order chromatin structures are required to be stable under a variety of cellular conditions. It has therefore been proposed a long time ago (Zuckerkandl, 1981) that the function of introns (“junk”) was to make up for this and other presumed deficiencies of exons (not “junk”). Introns thus would compensate for the shortcomings of exons, which because of special constraints dictated by protein function may well fail in some respects as citizens of genomes. In particular, tissue-specific genes probably require stability of sequestration in all the cell types in which these genes are repressed. The surmise that introns are better qualified than exons in this respect has been supported by the observation of higher nucleosome formation potentials in introns than in exons (Levitsky et al., 2001). Other functional traits that exons may not present to a sufficient degree are sequence conditions for maximizing transcription rates. Indeed, the GC content of introns correlates with the maximum level of gene expression among tissues, as confirmed by Vinogradov (2005). The implication seems to be that, at least in GC-rich isochores, the compositional characteristics of introns (even though they are of reduced length in these regions) favor high transcription rates,

2. Degrees of specificity of regulatory effects originating in “junk DNA”

A general way for “junk DNA” to intervene in gene regulation no doubt depends on the capacity of this DNA to affect the balance of bound and free regulatory factors. Transcription factors extensively bind to non-protein-coding sequences (Cawley et al., 2004), either in functionally neutral associations, though often leading to perhaps functionally nonneutral local transcription of noncoding RNAs, or with effects on genome structure endowed with functional implications. In particular, factor binding may have teleregulatory effects (see below). Factor binding can lead to the formation of local high-order structures of chromatin, notably based on interacting sequence repeats (Dorer and Henikoff, 1994; Sabl and Henikoff, 1996; Hsieh and Fire, 2000; Trifonov, 2004). The relationship between sequence repeats in euchromatin and in heterochromatin (which in turn contains simple-sequence repeats) no doubt depends in part on the epigenetic state of the repeats in euchromatin, e.g., on their methylation or nonmethylation. High-order structures formed by sequence repeats in euchromatin can be stabilized by their interaction with an accessible zone of constitutive heterochromatin (Dorer and Henikoff, 1997). On the other hand, because heterochro-
(Bernardi, 2001, 2004; Castillo-Davis et al., 2002). In fact, transcriptional levels have been found to be correlated with GC-rich isochores (D’Onofrio, 2002). The causal role in this correlation played by GC richness, if verified, would point to one of the functional effects of GC-rich isochores.

In high-GC, permanently “open” isochores, a trend toward structure building is probably counterproductive, and selection pressure in favor of compactness at the level of nucleotide pluralities (a compactness perhaps sought also for additional reasons) seems to prevail, in part through the limitation of intron length, though not generally to the extent of eliminating introns altogether. When introns impose their presence in high-GC regions, albeit a more modest one, it might be on account of the introns’ compositional function. All the same, with intergenic sequences reduced as well, high-GC isochores can become very gene-dense.

On the other hand, those genes that under certain conditions are to be sequestered during interphase in chromatin structures of a high order – genes mostly located in low-GC areas of the human genome, as is the beta-globin gene complex – do not seem able to dispense with larger amounts of “junk DNA”. Thus, both general functions envisaged here for introns, namely, ensuring the stability of high-order chromatin structures and achieving highest transcription rates in low-order chromatin structures, might be major causes for the de novo introduction of introns into protein coding sequences.

Too many unknowns still permeate some of the major regulatory contributions of “junk DNA”. These contributions will not be considered despite their probable significance. A vast array of noncoding RNAs, part of which function as specific breakdown products obtained from larger transcripts, are derived from intergenic as well as genic regions. Such RNAs partake, often decisively, in the determination of chromatin structure and in the pretranscriptional as well as posttranscriptional control of gene expression. It is of little help that no satisfactory agreement has yet been reached, from a contemporary perspective, on what a gene and therefore an intergenic sequence exactly are (Pearson, 2006).

In addition to exercising general regulatory effects, “junk DNA” can also intervene in the regulation of specific genes. We wish to discuss here a process of this kind.

3. Junk DNA-dependent teleregulation of chromatin structure via spreading of chromatin modifications in cis

Regarding the question of the role that “junk DNA” located in the region of particular genes may play as originators of changes in transcriptional regulation, let us first consider effects in cis. We presume that, not infrequently, in some points of the genome, and within non-protein-coding DNA, a new chromatin structure is formed and is communicated to other points of the genome. The local nidus formation from which a new structure can spread or an old one can be selected for greater penetrance may take two categories of forms, activating or repressive.

In a process of local transcriptional potentiation, a moderately specific origin of transcription may be mutationally established or, when it is already present, the frequency in a cell population of the transcription of some intergenic or intronic sequence may be increased through the selection of sequence variants or variants of the cellular regulatory background. Such adventitious intergenic or intronic transcription might have either activating (Ling et al., 2004) or interfering (Allen et al., 2004) effects on the transcription of a protein coding sequence at a distance. Chromatin structures open to transcription may be able to be propagated linearly, and through transcription itself. The passage of RNA polymerase II probably can precede the transcription-friendly hyperacetylation of histones H3 and H4 as well as transcription-friendly hypermethylation of lysines 4 and 79 of histone H3, in both Drosophila and mouse (Ng et al., 2003; Schubeler et al., 2004; Kimura et al., 2004). When transcription extends into sectors where H3K4 has not been methylated, it may itself favor the generation of a stabilized open form of chromatin that H3K4 contributes to determine. Cellulally inheritable transcriptional activity of a sectorially repressible gene such as a Hox gene can be established in the early embryo and durably oppose repression (Poux et al., 2002).

It has been shown in human hepatic genes that covalent secondary histone modifications such as H3K4, associated with active genes, migrate about 5 kb down the coding sequences, though it was not clear that this distance was a limit (Kouskouti and Talianidis, 2005). In the human beta-globin complex, the activation of the epsilon-globin gene requires the transcription – even though in this case in bits and pieces (Ling et al., 2005) – of the whole DNA sector from the distal HS2 enhancer to the epsilon-globin promoter (Ling et al., 2004), establishing the transcription of the intervening “junk” as a precondition for gene expression. Thus “junk RNA” can also be regulatory and often is, at least through the act of being transcribed (Schmitt et al., 2005) when not through the nature of its sequence.

The other category of gene-specific processes thought to intervene in cis consists in the formation of migrating repressive high-order chromatin structures, through secondary covalent modifications of histones and DNA. Methylated DNA, in particular, will adopt an inactive chromatin conformation (Antequera et al., 1989; Levine et al., 1991; Jaenisch and Bird, 2003). This inactive conformation can spread from a methylated to an adjacent unmethylated region of DNA and thereby inhibit gene expression (Kass et al., 1993). The spreading of methylation from foci of methylated CpG sites seems to occur when DNA is rendered single-stranded at replication (Lindsay and Adams, 1996) and has been demonstrated in several systems (see Turk, 1999). In particular, the spreading of DNA methylation originating from human Alu elements and corresponding mouse B1 elements has been documented (cf. Yates et al., 1999; Jones and Takai, 2001), as well as from the plant SINE S1 (Arnaud et al., 2000). Both methylation of cytosine in CpG dinucleotides (Jaenisch and Bird, 2003) as well as methylation of certain lysine sites within histones (Jenuwein and Allis, 2001) are associated with transcriptional repression and are both capable of spreading along DNA. In the multiply interacting molecular modifications leading to repression, the methylation of lysine at position 9 of histone 3 (“H3K9”) has been found to be causal
(Snowden et al., 2002). The mechanism of the structural “contagion” may not always be the same. Structural change can progress along chromatin or be communicated at a distance through loop formation, unless both processes occur at once (Kim and Dean, 2003; Zhao and Dean, 2004). In the case of histone methylation, the modification could also spread unevenly over a number of sites in a given segment of chromatin once that segment has been reached (Yates et al., 2003). The migration of modified structures along chromatin seems to be based on processive enzymatic activities in which the protein-binding domain of a factor recognizes the product of the factor’s enzymatic domain and communicates the modification pattern to the next histone octamer (see Schreiber and Bernstein, 2002). The spreading over chromatin of secondary covalent modifications of histones has been observed repeatedly (e.g., Snowden et al., 2002), with a series of histone modifications spreading bidirectionally (Su et al., 2004; Su et al., 2005). Felsenfeld and his associates have shown that condensed chromatin structures tend to propagate themselves when they are not stopped by histone H3 and H4 acetylation and by lysine 4 methylation of histone H3 (West et al., 2004; Mutskov and Felsenfeld, 2004). A progressive spreading of repression may well be at the origin of the gradual extinction of the expression of a transgene during long-term propagation of cells in culture, an extinction not attributable to DNA methylation (Mutskov et al., 2002), and thus probably connected, by elimination, with histone modifications.

If a particular chromatin structure can be nucleated at various sites within non-protein-coding DNA, it is likely that the distance between such a nucleation zone and the transcription start site of a neighboring gene can be expected to vary rather widely according to circumstances. A broad range of nearly equivalent target sites for mutations should thus be potentially effective in teleregulation. Indeed, Kass et al. (1993) have shown that, in the spreading of methylated DNA, the extent of inhibition of a nearby gene is independent of the position of the methylated patch. Such flexibility in regard to site and precise molecular definition of the origins of a new structure leads to frequency of the effect, a frequency that confers value on combinatorial epigenetics.

Admittedly, in many genome locations the communication at a distance in cis of a structural feature of chromatin will be inhibited by insulators. The action of insulators, however, depends on the presence of certain factors (notably CTCF, Burgess-Beusse et al., 2002; Yusufzai et al., 2004) and is not invariant (Jeong and Pfeifer, 2004). The progression of methylation seems to take place after each round of DNA replication (Arnaud et al., 2000). When insulators do not radically reduce the expected relatively high frequency of the assumed processive structural change, or at other times are not present at all in the pathway of the structural procession, then mutually adaptive multiple regulatory changes can be expected occasionally to occur by accident. In this manner, certain changes in chromatin structure within “junk DNA” would create in individual cells a field of extensive natural experiments with various regulatory combinations.

These natural experiments are considerably extended by regulatory effects of chromatin in trans.

4. Teleregulation of chromatin structure via spreading of chromatin modifications in trans

Indeed, another class of phenomena that might lead to teleregulatory effects relies on “gene clustering” or “gene kissing” processes, whereby genomic elements sharing sequence homology or analogous molecular regulatory complementary structural features meet in the three-dimensional space of the cell nucleus. Upon mutation of one interacting partner (that we may designate as “donor” locus), a change in chromatin structure may thus be communicated to the “acceptor” locus in contact with the donor. In the case of gene activation, this type of structural and functional transfer has been documented only as represented by the phenomenon of transvection (for review see Duncan, 2002) and, to a lesser extent, in some recently observed cases of the phenomenon of gene kissing (Bantignies et al., 2003; Spilianakis et al., 2005; Ling et al., 2006). Compared to spreading in cis, this type of chromatin transmission might require an additional strong ability of components of the interacting partners to stabilize their contact via homo- or heterodimerization. This feature might be a basic property of heterochromatin, and, in this sense, “junk DNA” interactions leading to regulatory chromatin modifications between remote genomic loci might represent a special case of clustering of repeated DNA elements in the genome.

Gene kissing has been documented in Drosophila in the case of silencing mediated by heterochromatin (Dernburg et al., 1996; Csink and Henikoff, 1996; Harmon and Sedat, 2005), as well as by Polycomb group (PcG) proteins (Bantignies et al., 2003; Grimaud et al., 2006). Many other gene-kissing events have been reported in plants (Abranches et al., 2000), as well as in mammals, where they are not restricted to cases of heterochromatin-mediated silencing (Brown et al., 1997, 1999). They also occur in X-inactivation, a phenomenon of gene silencing that involves PcG proteins (Bacher et al., 2006; Xu et al., 2006), in genomic imprinting (Ling et al., 2006), and in activation of transcription (Osborne et al., 2004; Spilianakis et al., 2005; Brown et al., 2006). On a global genomic scale, human chromosomes frequently contact different chromosomes (Branco and Pombo, 2006). These contacts do not only affect gene expression but also enhance the likelihood of generating chromosome rearrangements, as illustrated by the fact that chromosomal translocations frequently occur between kissing loci (Nikiforova et al., 2000; Roix et al., 2003; Branco and Pombo, 2006). Importantly, these contacts may frequently involve repetitive sequences, although they are certainly not restricted to “junk DNA”. In yeast, it has been recently shown that clustering of many loci involves sequences containing series of binding sites for the TFIIIC transcription factor (Noma et al., 2006). In Drosophila, heterochromatin repeats drive colocalization of the bwD allele with pericentric heterochromatin (Dernburg et al., 1996; Csink and Henikoff, 1998; Harmon and Sedat, 2005). In mammals, heterochromatin regions cluster in cell nuclei (Ma et al., 2005). Moreover, most chromosome rearrangement events deriving from non-allelic homologous recombination are likely to be triggered by repetitive elements present at the two recombining (i.e. interacting) loci (reviewed
in Coghlan et al., 2005). Since LINEs and SINEs are present in many copies dispersed in the genome, it is likely that these elements are involved in gene contacts.

Gene kissing may cause teleregulation events using different mechanisms. First, acquisition of a new chromatin feature upon mutation or epimutation events, i.e., changes in histone modification marks or in the proteins recruited at the “donor” locus, may be followed by transmission to the acceptor loci of these new chromatin features via cooperative chromatin modification mechanisms. As an example, recruitment of a new histone modifying enzyme may modify histones also at loci in trans. Second, mutations or epimutations at the donor locus may change its interacting partners in the nucleus, by either loss of old interactors, acquisition of new interactors, or both. The chromatin state of the donor might thus be donated to a new set of remote “acceptor” loci. In the cases that have been studied, relatively small sequence elements of the order of several kilobases are sufficient to drive gene kissing. Thus, insertion of LINEs might be a sufficient event to change the three-dimensional nuclear environment of the donor locus, although larger rearrangements are likely to be as effective or even more.

It is of interest that in vitro not only histone methylation but also DNA methylation can be transferred in trans (Lindsay and Adams, 1996). It remains to be seen to what extent chromatin structure might stand in the way in vivo of such DNA/DNA interactions via a bridging methyltransferase molecule, but the potential for that type of kissing should not be ignored.

Finally, it must be stressed that the definition of donor and acceptor loci is an operational one. If one of the two loci is more tightly regulated and impermeable to changes in the nuclear environment, it might be more likely to behave as a donor and will not be susceptible to accept chromatin modifications in trans. In other cases, both loci may modify each other upon contact, and thus the separation of donor and acceptor may not always be clear-cut.

While teleregulation through linear structural diffusion of a structure along the chromosome can, in principle, alter not only quantitative features of gene expression but also the composition of gene interaction networks, structural transfers in trans potentially exert this second effect to a distinctly greater extent.

5. Wider implications of combinatorial epimutations

Selectable inheritable combinations of epigenetic changes in the transcription rate of individual genes can presumably be maintained in cells or organisms over a certain window of numbers of generations. That window can be of sufficient width to permit much rarer specific mutations with equivalent effects to occur and to be selected. These specific mutations would be of high penetrance and stability. They would produce the “assimilation” of certain constellations of epigenetic transmutations. This stabilizing and penetrance-promoting assimilation would be expected to occur gene by gene, whereas the innovative offer to the organism would have been made by two or several genes at a time. A new functional system could continue to be built in the process, with new epigenetic transmutations drawn into a growing novel gene interaction pattern based on preexisting genes or their slightly diverged duplicates. New assimilating genetic mutations would catch up with the epigenetically driven evolutionary progression. This genetic/epigenetic partnership and interplay in eukaryotes, already examined by Jablonka and Lamb (1995), would represent a pathway from a quick and provisional generation of relatively complex adaptive novelties to a more permanent state of the new regulatory pattern and one with in general full penetrance of the pattern. Importantly, the genetic/epigenetic partnership might well also, in fact, be the only way for organisms successfully to get across certain bottlenecks of functional evolution if the evolving systems did require several simultaneous or nearly simultaneous regulatory modifications.

In summary, if the proposed evolutionary mechanisms apply, they can bring together in germ cells two or even more than two simultaneous or nearly simultaneous selectable regulatory changes whose conjunction facilitates the building up of some new developmental, physiological, or morphological association of features. Species with relatively low population sizes might thus respond creatively to environmental challenges thanks to relatively “easy-to-come-by” combined regulatory changes of limited penetrance. These changes in gene action may be controlled by a much larger mutational target region than usually envisaged, a target region presented by non-protein-coding sequences in the neighborhood of a gene. Within this non-protein-coding target, many different mutations would have similar effects on the transcriptional expression of a given coding sequence. In this way, larger forms such as mammals may be able to make up for their limited population sizes and compete with the enormous bacterial populations in their ability to evolve sophisticated strategies at all levels of biological integration. The phenomenon is likely to have a developmental dimension, because a particular structure formed within non-protein-coding DNA sequences and their teleregulatory effects may both vary with the cell type and more generally the molecular background of the cell. SINEs and other retrotransposons might play a major role in combinatorial epigenetics. The proposed genetic/epigenetic partnership would in particular result from the fact that epigenetic changes in junk DNA that lead to a given regulatory effect would be expected to have a much lower requirement for sequence specificity and therefore for mutational specificity than classical mutations do. Adaptive epimutations are thus expected to occur much more often than adaptive mutations. By overcoming conditions created by small population sizes, the pathway outlined might have represented a breakthrough toward the evolution of the highest organisms.

Identical twins acquire epigenetic differences over their lifetime (Fraga et al., 2005). This observation attracts attention to an important potential implication of the inferred genetic/epigenetic partnership, namely, that it likely has a Lamarckian dimension. The case of the identical twins illustrates the finding that environmental factors can lead to epigenetic effects (Vickaryous and Whitelaw, 2005). Since at least some epigenetic modifications are cellularly inheritable, and since cellularly inheritable modifications can occur in the germ line, a pathway may be traced out here that leads to the inheritance of
acquired characteristics (Jablonka and Lamb, 1995; Roemer et al., 1997; Pal and Miklos, 1999). Most of these characteristics may be functionally nearly neutral or pathological. A minority of environmentally induced epigenetic changes would be expected to consist in adaptive physiological or morphological innovations, however, which consequently would be genetically assimilated. Along the particular pathway outlined, Lamarckian processes would thus be rare, and it could hardly be foreseen what form the adaptation would take. Such epigenetically acquired traits could nevertheless have great evolutionary impact. Philosophically, this version of Lamarckism would not be more finalistic than Darwinism.

Acknowledgements

E.Z. was supported through the Institute of Molecular Medical Sciences by the Sylvia Robb Charitable Trust. G.C. was supported by grants from the Centre National de la Recherche Scientifique, the European Union FP 6 (Network of Excellence “The Epigenome” and STREP “3D Genome”), the Ministère de la Recherche (ACI BCMS 2004), the Agence Nationale de la Recherche, and by the Association pour la Recherche sur le Cancer.

References


Polak, P., Domany, E., 2006. Alu elements contain many binding sites for transcription factors and may play a role in regulation of developmental processes. BMC Genomics 7, 133.
Torok, T., Gorjanacz, M., Bryant, P.J., Kiss, I., 2000. Prod is a novel DNA-binding protein that binds to the 1.686 g/cm(3) 10 hp satellite repeat of Drosophila melanogaster. Nucleic Acids Res. 28, 3551–3557.


